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Abstract 

The study investigated the effects of Box-Cox Transformation and the introduction of interaction 

term on the coefficient of determination (𝑅2) and the variance inflation factor (VIF) using 

regression approach. The regression equation used was built with employment and insecurity as 

the predictors while the small and medium scale enterprises (SMEs) was used as the response 

variable. There were three different analysis known as analysis 1, 2 and 3. Analysis 1 was the 

regression analysis without interaction and transformation (RAWoIT), 2 was the regression 

analysis with transformation and without interaction (RAWTWoI) while 3 was the regression 

analysis with transformation and interaction (RAWTI). The p-values, t-values, analysis of 

variances and Pareto charts among others were employed in this work. It was found that the Box-

Cox transformation introduced in analysis 2 had no visible effects on the VIF and p-values of the 

employment and the constant term but decrease the 𝑅2and adjusted 𝑅2 by 4.34% and 4.91% 

respectively. In analysis 3, when interaction term and Box-Cox transformation was included in the 

model, it was observed that the VIF increased from 1.03 recorded for analyses 1 and 2 to 25.06, 

613.64 and 595.50 for employment, insecurity and the interaction term, respectively. It was 

recommended that: to reduce VIF and or multicollinearity in a system, interaction term should not 

be included and that the Box-Cox transformation reduces the coefficient of determination. 

Keywords: SMEs, Employment, Insecurity, Box-Cox transformation, Variance Inflation Factor 

and Coefficient of determination.  

 

1. Introduction 

Homoscedasticity is an assumptions of linear statistical model which is stated as, the variance of 

each disturbance term 𝜇𝑖 conditional on the chosen values of the explanatory variables which is a 

constant equal to 𝛿2. i.e 𝑉𝑎𝑟(𝜇𝑖) = 𝐸[(𝜇𝑖)
2] − 𝐸[(𝜇𝑖)]2 = 𝐸[(𝑖)2] = 𝛿𝑢

2. In most cases, this 

assumption fails, leading to the problem of heteroscedasticity, which is the direct opposite of 

homoscedasticity. When this happens the usual ordinary least square regression coefficients 



 

 

International Journal of Computer Science and Mathematical Theory (IJCSMT) E-ISSN 2545-5699 P-ISSN 2695-

1924 Vol 9. No.4 2023 www.iiardjournals.org 

 

 

 

 IIARD – International Institute of Academic Research and Development 
 

Page 70 

becomes less efficient than some alternative estimators and it causes the standard errors to be 

biased as seen in Nwakuya & Nwobueze, (2018) and Lyon & Tsai (1996).  

Box-Cox transformation according to Henriques-Rodrigues and Gomes (2022) is a method used 

to make more suitable statistical data for analysis. It is a transformation of dependent variables that 

are not normally distributed into normally distributed type. Obviously, normality is a very crucial 

assumption for many statistical techniques, especially the linear regression technique, if the 

response data is found not to be normal, it is wise to apply a Box-Cox transformation.  

This work is aimed at investigating the effects of Box-Cox transformation and the introduction of 

interaction term on the coefficient of determination and the variance inflation factor using 

regression approach.  

The effects of Box-Cox transformation and the introduction of interaction term on the coefficient 

of determination and the variance inflation factor have not been clearly stated in the literature. It 

has been known from the works of Nwakuya & Nwobueze, (2018) and Lyon & Tsai (1996) that if 

the response variables are not normally distributed, the assumptions of homoscedasticity is always 

violated, hence leading to heteroscedasticity.  To correct this, Box-Cox transformation is carried 

out on such data to make it be normally distributed. In this work, the authors want to know how 

Box-Cox transformation and the introduction of interaction term will affect the coefficient of 

determination and the variance inflation factor, irrespective of whether the data is normal or not. 

It was as a result that this study considered an ordinary least square analysis for a regression model 

without transformation and without interaction term to see how the coefficient of determination 

and variance inflation factor will be and, the analysis of the model with transformation and without 

interaction is done to also see how the introduction of transformation without interaction will affect 

the coefficient of determination and variance inflation factor and finally, the analysis of the model 

where transformation and interaction are introduced to investigate the effect on the same 𝑅2 and 

VIF is carried out. All these results will be compared and recommendations will be given according 

to the findings. 

2. Materials and Methods 

 The study will first build a linear regression of the form 

𝑆𝑀𝐸𝑠 = 𝛽0 + 𝛽1𝐼𝑛𝑠𝑒𝑐 + 𝛽2𝐸𝑚𝑝𝑜𝑙𝑦 + ↋        (1) 

where,  

SMEs=Small and Medium Scale emterprises, Insec=Insecurity level, Employ=Employment rate 

in Nigeria. The 𝛽0is the grand mean or the value of the SMEs in Nigeria, when Insecurity level 

and Employment rate are zero (0). 𝛽1 is used as a measure of the Insecurity level, it is also known 

as the gradient or slope of the Insecurity level, while 𝛽2 measures the rate of employment 

generation in Nigeria, (Victor-Edema & Onu, 2023). It can also  be called the gradient or slope of 

the Employment generation in Nigeria. In the model in equation (1), the ordinary least square 

estimation method will be applied, to obtain the parameters as seen in the equation 

𝛽 = (𝑋′𝑋)−1𝑋′𝑆𝑀𝐸𝑠          (2) 
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where 𝑋 is the design matrix obtained from the data of Insecurity and Employment, put in matrix 

form. Hence 𝑋 is an 𝑀 × 𝑁 matrix of the predictors. Equation (2) is known as the least square 

equation applied when the response data (SMEs) obeys homoscedacisity, where  𝛽=(

𝛽0

𝛽1

𝛽2

). This 

application of least square will be carried out on the data without transformation and without 

interaction, thereafter, the Box-Cox transformation will be introduced, which is to say generalized 

linear model will be applied on the data with interaction term included.  

In Box-Cox transformation, an exponent 𝜆 which varies in the range,−5 ≤ 𝜆 ≤ 5 are considered 

while the optimal value for the applied data is chosen. This optimal value of the response data is 

one which results in the best approximation of a normal distribution curve. The transformation 𝑌 

comes in the form as proposed by Box and Cox, (1964) 

𝑦(𝜆) = {
𝑦𝜆−1

𝜆

log 𝑦 ,  𝑖𝑓 𝜆 = 0
, if 𝜆 ≠ 0        (3) 

The equation in (3) as seen in Atkinson (2020) can work for only positive data which is the basis 

of this work. The data are all positive. 

Rather, for negative data,  

𝑦(𝜆) = {
(𝑦+𝜆2)𝜆1−1

𝜆

log(𝑦 + 𝜆2) ,  𝑖𝑓 𝜆1 = 0
, if 𝜆1 ≠ 0       (4) 

Yeo and Johnson, (2000), extended the idea of Box and Cox as expressed in (4) to observations 

that are mixture of negative and positive. It is given as 

𝑦 ≥ 0: =
(𝑦+1)𝜆−1

𝜆
𝑦𝑌𝐽̇
𝜆−1 , (𝜆 ≠ 0); �̇�𝑌𝑗 log(𝑦 + 1) (𝜆 = 0)      (5) 

𝑦 < 0: −
{(−𝑦+1)2−𝜆−1

(2−𝜆)�̇�𝑌𝐽
𝜆−1   (𝜆 ≠ 2); − log(−𝑦 + 1) /�̇�𝑌𝐽 (𝜆 = 2).    (6) 

Minitab software was used for this computation, since manual computation will be tedious. 

3. Results and Discussion 

Analysis 1 

Regression Analysis: SMEs versus INSECURITY, EMPLOYMENT WITHOUT 

TRANSFORMATION AND INTERACTION 

Regression Equation 

SMEs = -1459962 - 3.0 INSECURITY + 441151 EMPLOYMENT 

 

Table 1: Regression Coefficients with VIF for RAWoIT 
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Term Coef 

SE 

Coef T-Value P-Value VIF 

Constant -1459962 282872 -5.16 0.000   

INSECURITY -3.0 12.3 -0.24 0.810 1.03 

EMPLOYMENT 441151 44962 9.81 0.000 1.03 

 

Table 2: Model Summary for RAWoIT 

S R-sq R-sq(adj) 

433896 86.98% 85.24% 

 

 

Table 3: Analysis of Variance for RAWoIT 

Source DF Adj SS Adj MS F-Value P-Value 

Regression 2 1.88611E+13 9.43055E+12 50.09 0.000 

  INSECURITY 1 11255670449 11255670449 0.06 0.810 

  EMPLOYMENT 1 1.81241E+13 1.81241E+13 96.27 0.000 

Error 15 2.82399E+12 1.88266E+11     

Total 17 2.16851E+13       

 

Analysis 2 

Regression Analysis: SMEs versus EMPLOYMENT, INSECURITY WITH 

TRANSFORMATION AND WITHOUT INTERACTION 

Method 

Box-Cox 

transformation 

  

Rounded λ 0 

Estimated λ 0.146067 

95% CI for λ (-0.282433, 0.513567) 

 

Note that the Confidence interval values for λ lie within -5 and +5. 

Regression Equation 

ln(SMEs) = 10.192 - 0.000008 INSECURITY+ 0.5082 EMPLOYMENT 

 

Table 4: Regression Coefficients with VIF for RAWTWoI 

Term Coef SE Coef T-Value P-Value VIF 

Constant 10.192 0.388 26.23 0.000   
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EMPLOYMENT 0.5082 0.0617 8.23 0.000 1.03 

INSECURITY -0.000008 0.000017 -0.46 0.651 1.03 

 

Table 5: Model Summary for RAWTWoI 

S R-sq R-sq(adj) 

0.595893 82.64% 80.33% 

 

Table 6: Analysis of Variance for Transformed Response 

Source DF Seq SS Seq MS F-Value P-Value 

Regression 2 25.3564 12.6782 35.70 0.000 

  EMPLOYMENT 1 25.2808 25.2808 71.20 0.000 

  INSECURITY 1 0.0756 0.0756 0.21 0.651 

Error 15 5.3263 0.3551     

Total 17 30.6827       

 

 

Analysis 3 

Regression Analysis: SMEs versus EMPLOYMENT, INSECURITY WITH 

TRANSFORMATION AND WITH INTERACTION 

Method 

Box-Cox 

transformation 

  

Rounded λ 0 

Estimated λ 0.22518 

95% CI for λ (-0.226320, 0.618680) 

 

Note that the Confidence interval values for λ lie within -5 and +5. 

Regression Equation 

ln(SMEs) = 9.48+ 0.000253 INSECURITY+ 0.698 EMPLOYMENT 

- 0.000069 EMPLOYMENT*INSECURITY 

 

Table 7: Regression Coefficients with VIF for RAWTI 

Term Coef SE Coef T-Value P-Value VIF 

Constant 9.48 1.21 7.83 0.000   

EMPLOYMENT 0.698 0.311 2.24 0.042 25.06 
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INSECURITY 0.000253 0.000420 0.60 0.556 613.64 

EMPLOYMENT*INSECURITY -0.000069 0.000110 -0.62 0.544 595.50 

 

 

Table 8: Model Summary for RAWTI 

S R-sq R-sq(adj) 

0.608451 83.11% 79.49% 

 

Table 9: Analysis of Variance for RAWTI 

Source DF Seq SS Seq MS F-Value P-Value 

Regression 3 25.4997 8.4999 22.96 0.000 

  EMPLOYMENT 1 25.2808 25.2808 68.29 0.000 

  INSECURITY 1 0.0756 0.0756 0.20 0.658 

  EMPLOYMENT*INSECURITY 1 0.1434 0.1434 0.39 0.544 

Error 14 5.1830 0.3702     

Total 17 30.6827       

 

Discussion of Results 

Analysis 1: Regression analysis without interaction and transformation (RAWoIT) 

The study reveals that the Variance Inflation Factor (VIF) was found to be 1.03 for both the 

insecurity and employment while the coefficient of determination and the adjusted were found to 

be 86.98% and 85.24% respectively and the effect of employment on Small and Medium scale 

Enterprises (SMEs) was seen to be significant with p-value of 0.000 in the analysis, while the 

insecurity was not significant with p-value of 0.810 at 5% level of significant. The analysis of 

variance shows that employment has significant contribution on SMEs while insecurity has no 

significant contribution on SMEs. It was further shown that employment has positive contribution 

while insecurity has negative contribution on the SMEs. The Pareto chart shows that Employment 

has the highest contribution. 

Analysis 2: Regression analysis with transformation and without interaction (RAWTWoI) 

It was revealed that when Box-Cox transformation was applied, the p-values for the constant term 

and the employment term remained unchanged (unaffected), likewise the variance inflation factor 

from the result of analysis 1, while the T-value for the constant term increased from -4.56 to 26.23 

and the T-value for insecurity changed from -0.24 to -0.46, where that of employment changed 

from 9.89 to 8.23. The coefficient of determination and the adjusted changed from 86.98% and 

85.24% to 82.64% and 80.33% respectively, showing a 4.34% and 4.91% decrease in 𝑅2and 

adjusted 𝑅2 respectively. This result was different from what was obtained by Nwakuya and 

Nwabueze 2018), where they reported an increase in 𝑅2 and adjusted 𝑅2after Box-Cox 

transformation. The reason for this discrepancy may be linked to mere inflation of values of 𝑅2and 



 

 

International Journal of Computer Science and Mathematical Theory (IJCSMT) E-ISSN 2545-5699 P-ISSN 2695-

1924 Vol 9. No.4 2023 www.iiardjournals.org 

 

 

 

 IIARD – International Institute of Academic Research and Development 
 

Page 75 

its adjusted by the ordinary least square method, but, their point of agreement was that, the 

regression model was significant.  Also, the positive effect of employment reduced drastically to 

0.5082 ton from 44115 ton and that of insecurity reduced to -0.0000008 from -3.0. The Pareto 

chart shows that Employment has the highest contribution. 

 

 Analysis 3: Regression analysis with transformation and interaction (RAWTI) 

It was observed that when Box-Cox transformation and interaction term were included in the 

analysis, the p-value of the constant was not affected, while, the p-value of employment changed 

from 0.000 to 0.0042, while that of insecurity changed from 0.651 to 0.658 while the T-value of 

the constant changed from 26.23 to 7.83 and that of employment changed from 8.23to 2.24 and 

insecurity changed from -0.46 to 0.60. The coefficient of determination and the adjusted were 

found to be 83.11% and 79.49% respectively. The initially unchanged VIF of 1.03 in the first and 

second analyses changed to 25.06 for employment, 613.64 for insecurity and 595.50 for interaction 

term. The Pareto chart shows that Employment has the highest contribution followed by the 

interaction factor.  

Conclusion  

The research studied the effect of transforming the response variable using the Box-Cox method 

on the coefficient of determination and its adjusted and the variance inflation factor. It also 

investigated the combined inclusion of Box-Cox transformation and the interaction term on the 

coefficient of determination and its adjusted and the variance inflation factor. The study was done 

in three phases, where phase 1 was the analysis of a linear regression with employment and 

insecurity as predictors and SMEs as response, the model has no transformation and no interaction 

term. In phase 2 transformation was introduced to the model of phase1, while in phase 3, both 

transformation and interaction were introduced. The p-values, T-values, sum of square and Pareto 

chart were employed. For analysis one, variance inflation factor remains constant for all the three 

variables studied and the effect of employment on on SMEs in Nigeria was found to be significant 

with a p-value of 0.000 while insecurity was not significant. In analysis two, when Box-Cox 

transformation was applied on the SMEs data, without interaction term in the model, the p- values 

we're not affected, which means that, transformation does not affect the variance inflation factor 

and p- values of the employment term and that of the constant term. The coefficient of 

determination and it's adjusted decreased by 4.34 and 4.19% respectively. In analysis three, when 

both Box-Cox transformation and interaction term we're carried out together in the model, it was 

also the p- value of the constant was not affected but that of employment change from 0.000 

to 0.0042. The coefficient of determination increased slightly from what was obtained in 

analysis two to 83.11 percent and it's adjusted decreased to 79.49 percent. 

Recommendations  

The study recommends the following to Statistics practitioners, Captains of Industries, 

Government at all levels, that: 
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1. To reduce the relationship among the predictors measured by the VIF, model without 

interaction should be built. This is because the study found that interaction increases VIF 

indiscriminately. 

2. To obtain higher values of coefficient of determination and it’s adjusted, transformation 

should not be considered in the model. 

Contribution to Knowledge 

The study contributes the following to knowledgebase: 

1. Box-Cox Transformation has no effect on the VIF in a model without interaction. 

2. Interaction term increases the VIF in among the predictors. 

3. Box-Cox Transformation decreases the coefficient of determination and its adjusted. 
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Appendix A: Figure 1: Pareto Chart for RAWoIT 

 

 

Appendix B: Figure 2: Pareto Chart for RAWTWoI 
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Figure 2: Pareto Chart for RAWTWoI 

Appendix C: Figure 3: Pareto Chart for RAWTI 
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Figure 3: Pareto Chart for RAWTI 

 


